
  

 
 

Abstract— In-vehicle health monitoring allows for continuous 

vital sign measurement in everyday life. Eventually, this could 

lead to early detection of cardiovascular diseases. In this work, 

we propose non-contact heart rate (HR) monitoring utilizing 

near-infrared (NIR) camera technology. Ten healthy volunteers 

are monitored in a realistic driving simulator during resting (5 

min) and driving (10 min). We synchronously acquire videos 

using an out-of-the-shelf, low-cost NIR camera and 3-lead 

electrocardiography (ECG) serves as ground truth. The 

MediaPipe face detector delivers the region of interest (ROI) and 

we determine the HR from the peak with maximum amplitude 

within the power spectrum of skin color changes. We compare 

video-based with ECG-based HR, resulting in a mean absolute 

error (MAE) of 7.8 bpm and 13.0 bpm in resting and driving 

condition, respectively. As we apply only a simple signal 

processing pipeline without sophisticated filtering, we conclude 

that NIR camera-based HR measurements enables unobtrusive 

and non-contact monitoring to a certain extent, but artifacts 

from subject movement pose a challenge. If these issues can be 

addressed, continuous vital sign measurement in everyday life 

could become reality. 

I. INTRODUCTION 

The heart rate (HR) is an important measure of 
physiological activity and allows to assess the health status [1]. 
Thereby, it is one of the five most important vital signs to 
monitor cardiovascular activity [2] and is affected by physical 
activity, stress, or medication. Consequently, it is used in a 
wide range of applications namely, medical diagnosis, 
emotion analysis, or fitness measurement [3].  

According to the World Health Organization (WHO), 
cardiovascular diseases cause approximately 32% of all deaths 
worldwide [4]. Continuous health monitoring is essential to 
detect early signs, provide prior treatment and prevention, 
improve patient’s outcomes and to lower death rates [5].  

Traditional methods for HR measurement such as, 
electrocardiography (ECG), pulse oximetry and 
photoplethysmography (PPG) are widely used in clinical 
practice [6]. However, they obtrusively require skin contact 
which may cause irritation or patient discomfort, expensive 
hardware, and medical staff for its application [3].  

In the last years, imaging PPG (iPPG) gained research 
interest and shows promising results for non-contact HR 
measurements [2],[6],[7]. Image- or video-based iPPG 
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measures subtle color changes in the skin due to the cyclic 
blood flow in the capillaries [8-11]. Several works 
demonstrate its potential for continuous and unobtrusive 
health monitoring in day-to-day life [8], [9], [12].  

The majority of studies use red-green-blue (RGB) cameras 
[9], [13]–[18], although this approach has a low signal-to-
noise ratio (SNR) in low-light conditions and is strongly 
affected from changes in the ambient light [19]. To overcome 
this issue, near infrared (NIR) cameras can be used. They are 
especially useful for sleep [20], hospital, fitness [3], in-vehicle 
[7], [21], [22] and in-home monitoring at day and night [23] 
for all age groups. Additionally, these cameras are inexpensive 
[20]. However, NIR cameras have an even lower SNR 
compared to RGB cameras [8], [10].  

In this work, we investigate on the accuracy of HR 
measurement using NIR cameras in a driving scenario. 

II. METHODS 

In this preliminary study, we conduct experiments in an 
indoor environment using a realistic driving simulator with 
subjects undergoing two kinds of activities.  The estimated HR 
is compared with the ground truth HR from synchronously 
acquired ECG signal. Our research questions are: 

• Can NIR cameras reliable measure the HR in the 
driving environment? 

• In how far does the driver’s movement impact the 
accuracy of HR estimation? 

A. Study population 

Stot = 10 healthy subjects (5 male, 5 female) with an age of 

29.5 ± 4.7 (mean ± standard deviation) years and all being 

licensed driver were included in this study. The subjects had 

different ethnic origins (Central and Eastern Europe, Southern 

and Eastern Asia) and partly wore eye glasses (Sglas = 5) and 

beard (Sbeard = 3). All participants gave written consent. 

B. Data acquisition 

We record the data with a desktop-mounted NIR camera 
(Raspberry NoIR Camera Module V2 (Raspberry Pi 
Foundation, Cambridge, UK) delivering 1280 x 720 pixels at 
10 frames per seconds (FPS) connected to single-board 
computer (Raspberry Pi 4 Model B, Raspberry Pi Foundation, 
Cambridge, UK) with 8 GB RAM. In addition to fluorescent 
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ceiling light, external day light through the windows and 
computer screen illumination, we provide infrared (IR) 
illumination (JC IR illuminator, Jcheng security, Shenzhen, 
China). The subjects sat in a driving simulator (RaceRoom 
simulator RR3055, KW automotive, Fichtenberg, Germany). 
The distance between camera and subjects’ faces was 
approximately 1 m (Fig. 1).  

According to Taamneh et al. [24], we perform two 
experiments. First, we instruct the subjects to rest, i.e., to sit 
normally without any intentional movements (5 min). Then, 
they performed the real-time driving game using the steering 
wheels and pedals of the simulator (10 min). We store the 
videos in the h264 file format for offline analysis. As ground 
truth, we synchronously record an electrocardiography (ECG) 
lead II (BiosignalPlux Explorer, Plux Wireless Biosignals, 
Lisboa, Portugal).  

 

Fig. 1.  Driving simulator used within this study. 

C. Data processing 

We extract individual frames from the video and feed them 

into the MediaPipe face detector providing 468 face landmarks 

[25]. We only use a landmark outlining the facial contour (Fig. 

2).  

Subsequently, we obtain the raw iPPG signal by spatial 

averaging of all the channels of each pixel in the ROI. We 

apply a de-trending filter to eliminate the signal trend and a 

Butterworth band-pass filter to restrict the data to a sensitive 

range between 45 bpm and 120 bpm (0.75 Hz to 2 Hz), which 

is regular for healthy subjects at rest or moderate physical 

activity [26]. Before transforming into the frequency domain, 

we window with 60 s and 10 s step size. Then, we compute 

the power spectrum (PS) for each window, detect the 

maximum, and multiply the corresponding frequency by 60 to 

obtain the HR in the unit of bpm.  

D. Statistical analysis and performance evaluation 

 We calculate the HR from the reference ECG signals 

utilizing the simultaneous truth and performance level 

estimation (STAPLE) peak detector [27]. For evaluation, we 

compute mean absolute error (MAE) and root mean square 

error (RMSE) as performance metrics:  

MAE =  
∑ |HRECG(i) − HRNIR(i)|I

i=1

I
 (1) 

RMSE = √∑
(HRECG(i) − HRNIR(i))2

I

I

i=1
 (2) 

where N denotes the number of frames in the video with 10 

FPS, I = (N-window length/step size) +1 is the number of 

windows, and HRECG and HRNIR denote the reference (ECG-

based) and the measured (NIR-based) HR, respectively. In 

addition, we conducted statistical analysis by means of 

computing mean and standard deviation. 

III. RESULTS 

The ROI is tracked accurately during rest as well as motion 
(Fig. 2). The raw signals show a regular pattern and a drift in 
both resting and driving positions (Figs. 3a and 3b) 
respectively. The preprocessing removes the drift (Figs. 3c, 3d 
and 4). In the exemplary data, the highest peak in the PS is 
located at 1.30 Hz (78.5bpm) and 0.99 Hz (59.8 bpm) during 
rest and motion (Figs. 3e and 3f), respectively. The reference 
ECG delivers a high-quality signal (Figs. 3g and 3h).  

  

(a) resting  (b) driving 

Fig. 2. Example NIR frames after ROI detection 

Subject S7 and S3 showed lowest (3.3 and 6.6) and highest 
(18.6 and 25.8) MAE in rest and driving respectively (Tab. I). 
For most subjects, the reference HR is increased during 
driving, which may reflect the physical activity of moving 
arms and legs. Also, the MAE increases in the second 
experiment for almost all the subjects (Fig. 4). Over all the 
subjects, our method achieves an average MAE of 7.8±5.0 and 
13.0±6.5 bpm during resting and driving, respectively. In total, 
this technique reaches the average MAE of 10.4±5.2 bpm. 
Subjects without and with glasses yield an average MAE of 
8.1±2.1 and 12.7±6.7 bpm, respectively. Furthermore, the 
female subsects yield a higher MAE compared to the male 
participants. 

IV. DISCUSSION 

The preliminary results of this study demonstrate that the 
proposed technique has promising potential for in-car HR 
measurement using NIR cameras. We observe the MAE of 7.8 
bpm and 13.0 bpm in rest and driving condition, respectively. 
Our results clearly evident an increase in error as a result of 
increased physical activity that might be associated with the 
motion. Apparently, glasses have a significant impact on 
performance which might be reflected in the iPPG signal 
obtained from their faces. From this, we answer the research 
question as follows: 

• RQ-A: NIR based techniques show a potential for HR 
estimation (Fig. 3). However, we observe a high intra-subject 
variability with five volunteers showing less than 5 bpm MAE 
but also five volunteers showing more than 5 bpm MAE during 
resting (Tbl. I). 
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(a) (b) 

 
 

(c) (d) 

 
 

(e) (f) 

  

(g) (h) 

Fig. 3.  Representative image of a-b) raw signal, c-d) preprocessed signal, e-f) frequency domain and g-h) ECG ground truth signal in rest 
condition (1st column) and driving condition (2nd column). Red stars denote maximum peak in PS (e-f) and QRS complexes (g-h). 
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Table I. Quantitative results of each subject 

Subject Gender Glasses Rest  Driving  Total  

ID M/F yes / no 
ECG  

mean 

NIR  

mean 

MAE  

(bpm) 

ECG  

mean 

NIR  

mean  

MAE  

(bpm) 

ECG  

mean 

NIR  

mean 

MAE  

(bpm) 

S1 F No 66.6 66.3 4.3 70.4 63.5 8.0 68.5 64.9 6.2 

S2 F Yes 70.8 60.6 11.5 77.6 68.0 11.1 74.2 64.3 11.3 

S3 F Yes 80.6 62.9 18.6 86.4 61.0 25.8 83.5 62.0 22.2 

S4 F No 69.8 63.8 8.3 70.1 64.1 8.1 70.0 64.0 8.2 

S5 F Yes 80.6 70.0 11.2 82.4 61.4 21.8 81.5 65.7 16.5 

S6 M No 68.4 66.9 10.0 68.9 69.3 8.7 68.6 68.1 9.4 

S7 M Yes 60.4 61.4 3.3 60.1 61.1 6.6 60.2 61.3 4.9 

S8 M No 76.7 72.4 4.7 80.5 64.6 17.2 78.6 68.5 11.0 

S9 M No 65.3 62.0 3.3 68.7 63.2 8.7 67.0 62.6 6.0 

S10 M Yes 78.1 75.1 3.5 76.7 63.3 14.5 77.4 69.2 9.0 

Mean 

(SD) 
- - 

71.7 

(6.9) 

66.1 

(4.9) 

7.8 

(5.0) 

74.1  

(7.9) 

63.9 

(2.7) 

13.0 

(6.5) 

72.9 

(7.3) 

65.0  

(2.7) 

10.4 

(5.2) 

• RQ-B: Physical movement has a high impact on the 
reliability of the NIR-based HR measurement (Tbl. I and Fig. 
4). However, we used only simple signal processing and our 
results probably improve with more comprehensive 
processing. 

We observed that the performance of all studies yielded 
more than 10 bpm RMSE due to large motion associated with 
driving environment (Tbl. II). Nowara et al., achieved lowest 
error utilizing RGB (9.6 bpm) and NIR (11.6 bpm) compared 

to other studies.  Our study achieves an RMSE of 13.6 bpm by 
utilizing simple signal processing technique. Future study will 
be carried out to handle the motion by employing more 
advanced signal processing techniques.   

In addition, this study has some limitations that can also be 
addressed in future work. First, the camera specifications (e.g., 
FPS) are inferior in comparison to other works, which satisfies 
the Nyquist sampling theorem but may impact performance in 
moving subjects. Second, our experiment was conducted in a 

 

Fig. 4.  The pipeline of our approach 
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laboratory with adequate illumination and a controlled 
temperature, which needs to be more variable in future 
experiments.  

`Third, the experiments were conducted with a rather small 
number of participants (Stot = 10). In future work, we will 
address these issues by conducting a large-scale study using a 
vehicle that is in real traffic. 

Table II. Comparison of performance with previous driving 
studies on HR estimation  

Author, year Camera RMSE (bpm) 

Nowara et al., 2018 [28]  NIR 13.6 

Nowara et al., 2020 [22] NIR 11.6 

Nowara et al., 2018 [28] RGB 9.6 

Huang et al., 2021 [6] RGB 13.0 

Lee et al., 2018 [29] RGB 15.8 

Ours NIR 13.6 

V. CONCLUSION 

In this paper, we demonstrated non-contact HR monitoring 

in healthy volunteers utilizing a NIR camera. The results 

show that the MediaPipe face detection algorithm is capable 

of extracting the face area accurately and rather simple signal 

processing results in a MAE of 7.8 bpm and 13.0 bpm in 

resting and driving conditions, respectively. In future, NIR-

based HR measures may allow unobtrusive and more 

continuous health monitoring in vehicles, while travelling, 

and at home to prevent adverse events such as strokes. 
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